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Introduction. 
 
Black(white)(red)lists have been an instrument of regulatory management for a long time.  
 

The city was filled with murder and there was no counting the executions or setting a limit on 
them. . . .Finally one of the younger men, Gaius Metellus, ventured to ask Sulla in the senate at 
what point this terrible state of affairs was to end. . . . “We are not asking you,” he said, “to pardon 
those whom you have decided to kill; all we ask is that you should free from suspense those whom 
you have decided not to kill.” Sulla replied that he was not sure  yet whom he would spare, and 
Metellus at once said: “Then let us know whom you intend to punish.” . . . Then immediately, and 
without consulting any magistrate, Sulla published a list of eighty men to be condemned. (Plutarch, 
The Fall of the Roman Republic, Sulla, ¶ 31). 

 
In the West it has long been common for leaders of states (or those whose leadership guides the state) to establish 
proscription lists.  The most famous are those produced by Marius and Sulla during the first of the great Roman civil 
wars in the century before the collapse of the Republic. The consequences of being listed ranged from loss of status, 
to loss of property and life. But it is equally well established to confer privilege; these (white or red) lists opened 
opportunity and signaled status. These lists were administered by any person, public or private entity with the ability 
to use the lists as a means of punishing or rewarding those on it. Chinese history is also full of lists created by officials 
and others. They are all were used to similar effect—to identify individuals or societies for the purpose of reward or 
punishment.  That was accomplished either by listing or ranking; the former where the list itself contained the 
restriction or privilege; the latter where the list permitted others to use rank to determine consequence.   
 

These lists have changed little in form, or function even by institutions officially leery of their use. By 2010 
even the EU produced its “Visa Information System” for border management.  These lists have always been 
instruments—these are the “middlemen” of regulation the operative for of which is expressed in a designation. That 
is, these lists merely articulate judgments (placement on the list) that is the product of applying data to an analytical 
model useful for separating those who belong on the list from those who do not. In effect, these lists are the product 
of an analytics—certainly crude by contemporary standards in the era before “Big Data,” but always becoming more 
potent as technological levels and the taste for using these structures increased all over the world. Lists are the way 
in which ratings are memorialized by reference to a threshold.  They are a means of scoring respecting the 
aggregation of conditions necessary to produce a judgment of inclusion or exclusion from a list. Lists, however, in 
themselves are merely passive conclusions; they acquire potency only when circulated, and, in the wake of 
circulation, when they produce a timely social, political and economic consequences undertaken through and 
supported by the state. These consequences, themselves, must be keyed to societal values that resonate in ways that 
create incentives to support or condemn particular practices or behaviors that served as the basis for placement on 
the list. In other words, there must be a connection between  that facts that produce assessments on which list are 
created, and the consequences, related to that data for placement (or non-placement) on that list.  
 

The value of lists, then, lies in their utility for managing effects. Hierarchy, status, and privilege are the key 
elements around which black(white)(red) lists are activated. In contemporary societies, color coding merely makes 
the ultimate object of the list ore apparent; that is, the color is meant to match the consequences—black for punitive, 
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white/red for privilege or reward. But while a single list may be useful means of actualizing a score, super-scoring 
becomes possible only by the development and coordination of a larger aggregation of lists, each potent within its 
own narrow field, but together capable of producing a coherent means of managing any aspect of societal expression 
(and its underlying beliefs).  
 

It is in that context that it is possible to think about lists, and a developing list universe system, at the center 
of China’s Social Credit (CSC) system.  This essay considers the role of lists in the construction of CSC conceived 
as a vast super-scoring system that effectively displaces law and administrative regulation as the engine for ordering 
society through government. The essay first very briefly describes the CSC system.  It then considers two questions: 
(1) how does one build a super scoring system through the structures of CSC?; and (2) what role do lists play within 
that framework. It ends with a short consideration of what may be the principle challenges for political and general 
education that now arise in the context of these digital regulatory measures.  
 
1.  The Chinese social credit system. 
 

The CSC represents a new regulatory methodology which seeks to displace the traditional system of 
enforcing law and encouraging approved behavior, for a complex and interrelated system of rewards and 
punishments.  That system of rewards and punishments is based on scoring the way that every social, political, 
cultural and economic actor in China conforms to laws, rules, and other expectations, and on the way that they 
organize their social, political and economic relations in conformity to expectations. The CSC system, then, does 
not displace the power of law, rules, norms, and the like to describe behavior expectations, but it transforms 
implementation by disconnecting the specific misconduct with a related punishment.  For example, a violation of a 
court order to pay a fine may place an individual on a list of untrustworthy persons which then is used to prohibit the 
individual from purchasing airplane tickets.   In effect, a CSC system is meant to rate behavior across all aspects of 
societal life.  Rating every aspect of life is then the means by which behavior can be regulated (the law becomes the 
aggregation of actions which affects the ratings) and in this way to steer the behavior of all social actors—but 
principally of individuals, business, and eventually government officials. At its most developed, CSC as a regulatory 
system will merge into and become the way that law itself is expressed.  
 

The CSC system has a moral dimension as well, which deeply informs its regulatory and enforcement 
dimensions.  It was created, in part, to fundamentally steer the culture and practices of people in virtually every 
aspect of their lives. To those ends, the Twelve Cor Socialist Values unveiled in 2012 plays an important role. At 
the same time, CSC has as its objective to enhance the objective of achieving a rule of law society, that is, a 
compliance culture, by combining a power to rate compliance with rewards and punishments to touch on the ability 
of the individual or firm to function effectively in society. More importantly, it was meant to delegate that task to the 
state, under the guidance of its vanguard.   
 

To that end, the list represents the end product of a process of data driven analytics, producing a conclusion 
related to each list (compliance with court order lists; student misbehavior lists; subway misbehavior lists; 
community service lists; financial responsibility lists; etc.) based on the factors weighed (e.g., spitting, eating, loud 
music playing etc. on the subway for the subway misbehavior list; timely payment of bills, traffic tickets, utility bills 
for a financial responsibility list) ) in order to determine whether a threshold quantum of conduct has occurred that 
merits inclusion on the list.  The end product of that analytics—the list—then serves as the signal necessary to either 
encourage or compel other social, political, and economic actors to act (reward or punish) on the basis of inclusion.  
That is what gives list its power, something unchanged from the days of the Roman proscriptions under Sulla, and 
shifts regulatory power from the rules (ostensibly the object of all of this fuss) to the decisions about what rules will 
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be given what weight to produce what sort of lists. One here moves far from an ordinary conception of ratings as a 
means to an ends. CSC ratings serve the critical element of data driven governance founded on analytics that makes 
it possible to regulate and steer behavior through data and analytics rather than through law and traditional 
enforcement.  When produced in multiple ways by multiple ratings organs and coordinated by and through the state, 
one has in sight the possibility of a super-scoring mechanism that itself could point to a new way of organizing law.   
 
 
2.  Building a CSC super-scoring system. 
 

The Chinese Social Credit system understood as a complex network of coordinated scoring (rating) 
behavior in every aspect of organized life would be fairly useless if it merely the aggregation of the product of such 
scoring by a multitude of actors without an overall design. The Chinese system, in contrast, has over the course of 
the last several years, increasingly evidenced not just its coordination, but also the unity of a very ambitious 
conceptualization, an approach of fractured experimentation as the system moves from conception to 
implementation, and ultimately the bureaucratization  and loose centralization of emerging scoring systems 
providing the platform necessary for “super” scoring.  
 

A. Conceptualization. The initial conceptualization of CSC as a super-scoring system was first widely 
publicized in the now famous 2014 State Council Planning Outline for the Construction of a Social Credit System 
(2014-2020). The CSC was founded on the application of emerging developments in Leninist theory that began to 
embrace the idea of the need to overcome the governing methodologies of liberal democratic states which were 
inextricable from liberal democratic principles and culture.  It followed that an emerging system of socialist market 
economy under a socialist political model grounded in socialist culture required a socialist approach to governance 
suitable for the times. This conceptual development ran parallel to the development of what would become by the 
time of the 19th Chinese Communist Party Congress New Era Thought.  Its opening paragraph, in retrospect, 
provides an excellent summary of the principles underlying the model: 

 
   A social credit system is an important component part of the Socialist market economy system 
and the social governance system. It is founded on laws, regulations, standards and charters, it is 
based on a complete network covering the credit records of members of society and credit 
infrastructure, it is supported by the lawful application of credit information and a credit services 
system, its inherent requirements are establishing the idea of an sincerity culture, and carrying 
forward sincerity and traditional virtues, it uses encouragement to keep trust and constraints 
against breaking trust as incentive mechanisms, and its objective is raising the honest mentality 
and credit levels of the entire society. 

 
The 2014 Planning Outline outlines an ambitious agenda—to remake society in line with the new era made possible 
by the success of the generation long project of Reform and Opening Up.  To that end new methods are necessary 
to shape society.  Rules are important (in the form of law, regulation, social norms, principles and the like), but they 
remain abstract and remote unless they can be internalized.  But internalization is possible only by changing cultures 
of behavior and behavior expectations. As such, in order to internalize a new weltanschauung , it is necessary to 
inject it from the outside.  It is here that super scoring moves from its normative objectives (the new era integrity 
society framed by the twelve Core Socialist Values) to its methodologies (data driven governance, ratings, 
punishment and reward). Law moves to the sidelines—it is reduced to the means by which the factors necessary for 
the production of scores, or rankings, can be determined.  
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From this core, the Chinese authorities have sought to implement Social Credit as a system.  In the usual 
pattern of substantial reform in China, that required first a space for experimentation divided among a large class of 
principal actors (the scoring part).  But it also required a space for the development of mechanisms for coordination 
and for the construction of appropriate punishment and reward systems (the “super” part of scoring).  These are 
discussed next.     
 

B.  Fractured experimentation. Chinese authorities have traditionally embraced a “think centrally and 
experiment locally” approach to new initiatives.  More importantly, the state authorities have tended to de-link 
public authorities from direct control of such experiments.  The effect has been to produce the great centralizing 
conceptual vision at the highest level of the central government, but to implement the vision strategically in stages, 
first by  delegating initial experiments in implementation to closely coordinated non-governmental groups and low 
level officials, and then by ensuring that those experiments take place either at a very local level near Beijing, or 
elsewhere quite far from the seat  of the central government—southwest and southern China have since the last 
quarter of the 20th century served those ends, with Shanghai the center of market-finance oriented experimentation. 
In this way success could be incorporated into the building of a comprehensive system, and failures could be blamed 
on local officials or private enterprises who could be punished without affecting the “integrity” of the central 
government.  In effect once the central authorities produced the premises and principles within which a system is to 
be constructed, code writing and application was fractured and spread out to key experimental centers.  Once useful 
code was produced and successfully applied, it could be either expanded or the seeded elsewhere under systems of 
coordination in which the central government would again assume a leading role.   

 
Thus, the super-scoring elements of CSC lies in central control at both the initial stage (conceptualization 

and vision-parameters; the normative structures and system objectives) and at the final operational stage 
(coordination, management, direction through rules based administrative discretion systems guided or controlled 
by a central administrative apparatus). The success of the super scoring system, however, is also premised on the 
fracturing of experimentation at the crucial initial implementation and “code writing” stage. Central to this effort 
was the objective of transforming scoring, or ranking, from an autonomous object to the expression in a simple and 
easy to use form of a complex analytics that applied the overarching conceptual principles of the 2014 State Council 
Planning Outline directly onto the bodies of its targeted individuals and enterprises (including eventually state 
officials as well).   

 
This is precisely the model followed in the creation of CSC in the specifically Chinese context.  The initial 

conceptualization was marked by the 2014 State Council Planning Outline. The Planning Outline was not the first 
but rather the last expression of a long process of working through the core conceptual elements that has been traced 
by some to provincial experiments in scoring in the early 20th century and then through the development of the 
Twelve Core Socialist Values and the New Era Theory of Xi Jinping.  The conceptualization document itself then 
produced a timeline within which, from 2014 through 2020, a large set of more or less free experimentation would 
be encouraged, managed, or permitted, operated by both private firms (in strict coordination with the state) or lower 
level administrative units, especially outside of Beijing—plus the Beijing municipal authorities). In the meantime, as 
experiments produced successes or (useful) failures, the central authorities could begin refining (and also 
experimenting with) approaches necessary to weave these experiments together into something that could emerge 
as a coordinated comprehensive and self-reflexive system (after 2020).   

 
The fractionalization stage is what has tended to fascinate Western observers.  That in part follows because 

it has been the most visible element of this long and coordinated (and unfinished process).  But perhaps also because 
the fractionalized experimentation phase is the one most accessible to Western oriented analysts because it can be 
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analogized (and thus misread) along the lines of Western conceptual frameworks—the market, competition, and 
consumer choice incentive models at the heart of recent governance efforts including regulatory governance, 
markets based management and international soft law disclosure frameworks. It was marked by a number of high 
profile and quite well publicized efforts chronicled in both Chinese and Western press outlets. These included a 
number of initiatives.  The most well-known of these include the licensing of eight companies to develop a mechanics 
of social credit scoring—that is to code data that could be usefully converted through analytics into judgments against 
which algorithmically produced consequences could be attached. The most well-known of these are the credit 
scoring systems developed or overseen by China Rapid Finance (Tencent) and by Sesame Credit (Alibaba).  In 
simplest terms—they were charged with developing lists of individuals to be rewarded or punished in accordance 
with meta-objectives of the universal principles to be advanced by the systematization of CSC. Such lists could be 
single purpose—the lists of individuals and enterprises that failed to comply with judicial orders could be transformed 
into a list (subject to elementary analytics, e.g. threshold amounts, time lapse between order and payment, etc.).  In 
the case of what is now known as social credit scoring, the effectiveness of the lists depends on their aggregation and 
weighting. That process of weighted amalgamation (the incorporation of a moral-normative measurability of data 
required second order analytics—a super scoring—that was meant to blend through a process of weighting the 
product of multiple lists and to convert the result not into a binary (on-the-list versus off-the-list) but into a score.  
For that the West proved useful—it seemed a simple matter to take financial credit scoring already refined in the 
West and used to rate governments, enterprises, and individuals, and deploy it for the more comprehensive 
objectives of the 2014 Planning Outline. These scores could then be used to simultaneously reward and punish.  

 
A central objective of these fractionalized projects was the development of complex targeted analytics that 

could be reduced to lists of individuals reflecting conformity to one or more of the elements of the trustworthiness 
principles set out in the conceptual guidance from the central authorities. While the actual algorithms remain secret, 
at the initial stage, these private enterprise experiments in scoring did disclose categories of data that contributed 
raw material to the super scoring analytics. These included (1) credit history; (2) fulfillment capacity (compliance 
with public and private obligations); (3) personal characteristics; (4) Behavior and preferences; and (5) 
interpersonal relationships.  Added together, the categories leave virtually nothing subject to data harvesting and 
analysis.  For example, the fifth category permits harvesting data about social networks and rating based on the 
strength of interpersonal connections and the ratings of those with whom one has a relationship (friendship circles 
can raise or lower scores).  Likewise, shopping habits under the fourth category can be used for a similar purpose 
(buying diapers may raise scores while buying too many video games may reduce scores based on an assessment of 
commitment to societal objectives).  Similarly, the “quality” of social media postings could also find their way into 
the analytics of scoring. The third category also nudges. Scores can depend on where one lives and the sort of 
connections one has with society, including mobile phone and computing. The second category speaks to 
trustworthiness in commercial and private relations. But it can also be easily coordinated with public lists—for 
example lists of compliance with court orders, or lists of losing defendants, or lists of the rate of police complaints 
filed against an individual. The first category is the simplest. It includes the same utility and challenges as 
encountered in the West, but here it is not deployed only autonomously but is blended with all other activities to 
produce cross category behavior nudging effects. For example, if failure to pay bills on time reduce credit scores, it 
may impact the ability of the individual to obtain a visa to travel abroad, rent a car, utilize certain services, or send 
their children to a specific school.  But the converse is also true—produce positive contributing data and privileges 
become available—cheaper loans, travel, schooling, credit, housing, faster internet speeds, and the like.  

 
There were a number of other well publicized initiatives. These included the 2017 announcement by the 

Supreme People’s Court of the construction of a blacklist (Supreme People’s Court’s Judgment Defaulter List; 关
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于印发对失信被执行人实施联合惩戒的合作备忘录的通知) that started with almost seven million names of 
people determined to have engaged in threshold exceeding misdeeds who would be banned from taking flights.  The 
Supreme People’s Court Judgement Defaulter List was coordinated through a memorandum of understanding with 
several dozen administrative departments that also issued no fly lists. Inclusion in the various no fly lists was tied 
either to misconduct related to air travel or broadly interpreted “untrustworthiness” as determined by the agency 
within the scope of their jurisdiction. For the Supreme People’s Curt that centered on judgement defaults; for the 
State Taxation Administration inclusion was triggered by a failure to pay taxes; for the Ministry of Finance on a 
finding of financial fraud, or certain overdue debt obligations; for the  Ministry of Human Resources and Social 
Security inclusion was triggered  by a finding of fa or failure to cooperate in investigations; and for the Securities 
and Futures Commission the trigger was failure to pay fines or  failure of public companies to perform public 
commitments. 

 
It was reported that a related effort was undertaken in Henan Province (Zhengzhou) where a shaming 

announcement was substituted for a dial tone on the phones of people who failed to pay debts per judicial order.  In 
Hubei (Wuhan) the targets were students who could be blacklisted for committing an excessive number of rule 
infractions (cheating, unpaid tuition, and the like).   In Shangdung (Rongcheng) the target was public social behavior 
of persons (jaywalking, littering) and in Beijing it was behavior on the subway.  Not all experiments were targeting 
individuals.  Business, especially private business was also an object of scoring.  In Sichuan (Luzhou local authorities 
sought to implement a social credit scoring system for liquor businesses focused on regulatory compliance.  
Business ranking is likely to expand to foreign enterprises operating in China as well.  
 

C. Bureaucratization, coordination, and loose centralization. The third stage, and the critical one for the 
rolling out of an “all around” CSC system is now currently in its initial phase.  It is also among the more difficult (for 
Westerners) elements of the move form conceptualization to system to understand on its own terms rather than 
through a Western the conceptual lens.  Very briefly, the State Council began this 3rd phase of the construction of 
the Chinese CSC (super scoring) system as early as 2016 with its “Warning and Punishment Mechanisms for 
Persons Subject to Enforcement for Trust Breaking.” The object was to begin the process of inter-institutional 
coordination of data and analytics.  More importantly, it set the tone for consequences—while conformity could bring 
rewards, non-conformity must also produce punishment.  Punishment was not to be penal or civil (as inevitable 
within a traditional law-administrative system) but rather serve a nudging purpose.  The character of punishment 
then was transformed to a system of restrictions.  The more one failed to conform, the lower one’s score (or the more 
likely the placement on a blacklist) and the more comprehensive and severe the restrictions that followed. The 2016 
State Council Warning has a step in the direction of creating an administrative apparatus for the management of 
the scoring and rating systems being developed during the period of experimentation and localized implementation 
between 2014 and 2020.  

 
These have been followed by provincial and local regulations seeking to implement portions of the State 

Council guidance and from 2019 on several important new directives from the central government that are meant 
to complete a conceptual architecture for the roll out of a nationally coordinated CSC by the 2020 self-imposed 
deadline. Among these are the Ministry of Commerce’s 17 July 2019 Notice on Printing and Distributing 
“Management Measures for the List of Business Credit Joint Disciplinary Objects.  This one focused on the 
coordination and management of credit lists for businesses and sought to implement a portion of the State Council’s 
2016 guidance.  It centered jurisdiction of business social credit within the Commerce Ministry and its provincial 
apparatus, and established rules for compiling lists (under ministry oversight and rules). It specified the scope of 
data from which lusts may be created, including data on business legal or rule compliance, judicial decisions, and an 
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open-ended category of “other laws, regulations, and regulatory documents.” It specified identifying information 
to be included on the lists and the reasons for inclusion. Also included was a specification of a quite broad range of 
restrictions that could be imposed on those listed, and the conditions for removal form the listing.  

 
Also relevant was the 10 July 2019 distribution by the State Administration of Markets of its “Measures for 

the Administration of Serious Illegal and Untrustworthy Lists (Revised Draft for Comments).  It specified the 
competent authorities for the management of specific categories of lists (and its underlying scoring) related to 
violation of the laws and regulations of market supervision and management including drug supervision and 
intellectual property management.  It applies to enterprises, individual industrial and commercial households, other 
organizations, and natural persons holding specific positions within these institutions or who participate in market 
operations. It invites the establishment of a threshold based on “the subjective malice, illegal circumstances, and 
harmful consequences of the subject” and vests responsibility for guiding and organizing the lists on the State 
Administration of Market Supervision.  It specifies a procedure for listing those enterprises and individuals subject 
to scoring and placement on the list that includes thirty-six circumstances on which guidance is provided. It also 
establishes a process for removal of subjects from the list. Lastly, it establishes ten categories of restrictions that may 
be imposed on those who are included in the lists. Provision is also made for coordination with other government 
and private organizations. Governmental organs are encouraged to develop strategies of joint punishment; relevant 
industry associations, professional service organizations, platform-type enterprises, and the like are encouraged to 
implement social co-governance. Finally, because ultimately the object of scoring is to rectify behavior, substantial 
attention is paid to the mechanics of rehabilitation.  

 
Perhaps most important was issued 16 July 2019 by the State Council General Office on Accelerating the 

Construction of the Social Credit System—Guiding Opinions on Building a New Credit- Based Regulatory 
Mechanism. It speaks to further innovation in the organization of linage of credit supervision and the expansion of 
the application of credit reports. It also directs the strengthening of the chain of credit supervision. These include 
enhancing data warehousing as well as better targeting data harvesting, as well as disclosure system of lists.  The 
latter is meant to provide enhanced publicity of inclusion on lists for the imposition of societal repercussions as well 
as the official restrictions that may be imposed by law or rule based administrative discretion. Provision for 
enhancing self-reporting is encouraged, with the suggestion that voluntary reporting can itself improve credit 
scoring. This parallels developments in the West where, for example, in the United States Justice Department 
exercises of prosecutorial discretion may be guided by the extent of the willingness of subjects to cooperate by 
complying with DoJ rules for establishing compliance and reporting systems. It calls for a greater development of a 
national credit information sharing platform that is standardized compatible. Related to this is the encouragement 
of cooperation among (and thus the approval of the operation) of cross regional, cross industry and cross disciplinary 
mechanism. It also called for a more efficient application of restrictions designed to induce approved behaviors. The 
Guiding Opinion also pointed to the need to improve mechanisms for identifying potential subjects of listing and 
connecting that to violation of laws and rules.  The State Council divides this into two tracks—a market track for 
business and a personal track for individuals in their social behaviors.  The discipline of government personnel is 
noticeable by its absence.  But measures for “credit repair” are emphasized.  

 
Importantly, the Guidance speaks to the important role of the “’Internet +’ and big data on credit 

supervision . . . [to] effectively integrate public credit information, market credit information, complaints and 
reports, and Internet and third-party related information, and make full use of next-generation information 
technologies such as big data and artificial intelligence to achieve comparable credit supervision data.” Protection 
of data integrity is also emphasized. The State Council also emphasized the construction of supervisory mechanisms 
and organizational leadership of social credit mechanisms and workable credit scoring systems. Important among 
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these system creating measures are control of the narrative of social credit: “so that operators can fully understand 
and actively cooperate with new credit-based regulatory measures. Strengthen guidance and training for grassroots 
and frontline supervisors. Organized extensive coverage of news media, actively promoted credit supervision 
measures and their effectiveness, and created a good social atmosphere.”   

 
Coordinating these elements has been a challenge for the administrative agencies charged with the 

implementation of social credit systems by the 2020 deadline. Those difficulties expose the ambitions as well as the 
challenges of building a coordinated social credit system on a national scale.  At the same time, it suggests the relative 
ease of building less ambitious fractured small social credit systems within a smaller community of related 
stakeholders.   

 
 
3. At the heart of super-scoring (social credit) systems—The analytics of lists: 
 

The systemic construction of a national, coordinated CSC, then, represents an effort to substitute for law-
based systems of behavior management, a system of restrictions and privileges based on a set of behavior models and 
goals, which is operated through a system of monitoring which is based on conformity to behavior objectives. This 
is data driven governance articulated through analytics, the consequences of which are established through 
restriction-reward algorithms.  At the center of this system, then, are lists. Lists that follow rating and scoring 
behaviors (analytics) and provide the basis for the application of judgment (restrictions and privileges). 
Constructing a list, like the construction of the Social Credit system built around them, then, is the summary 
expression of the operation of the social credit system itself. To construct these lists requires a tight coordination of 
at least ten elements.  Each of which is briefly considered below. 

 
A.  Entity (Subjects). Here the problem is one of authority and jurisdiction.  The State Council has moved 

to organize the list of list-producing entities, but it has done little to organize the jurisdiction of each.  Expect much 
in the way of overlap, and probably the existence of list “gaps.” Moreover, at least with respect to private list creators 
there is the possibility of conflict of interest or capture.  Capture comes where the list producing entity is also a 
subject of social credit managed by another entity.  Conflict comes when the list construction affects the social credit 
of the listing entity. The issue of entity touches two significant structuring challenges. The first is to align data driven 
analytics targeting national behavior objectives with the division of jurisdiction which divides authority over persons 
and activities among a very large number of governmental organs at the national and provincial levels.  To some 
extent the State Council guidance of 2019 attempts to respond to that challenge.  But it does so without disturbing 
the administrative structure of the state apparatus.  The suggests the second challenge—the contradiction between 
“new era” data driven governance and the retention of traditional structures of state authority that fundamentally 
misaligns the character of regulation with its administrative structure.  

 
B.  Class of persons or institutions that might be included in the (color) list. Every list includes a universe of 

“subjects” which may be included on the list.  This misalignment inevitably creates challenges of overlap (multiple 
administrative units with authority over an entity or an aspect of entity operations), coherence (multiple state organs 
applying different standards on the same entity with worst case irreconcilable measures, see below),  and governance 
gaps (entities are not included in the regulatory universe). That suggests two significant consequences.  The first is 
that every list necessarily excludes certain actors who exist outside a specific list system.  It also produces a system 
in which different subjects will be faced with behavior standards from different sets of lists.  This poses both 
coordination problem as well as a transposability problem. As importantly, it also suggests the likelihood of traps for 
the unwary (application of lists to unaware subjects) and the probability of inconsistent application of list analytics 
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to the same individual data sets by different list creating entities. While behavior X may get one on List Y, it may be 
insufficient to get onto List Z.  More interesting is the circumstance of contradictory analytics—where behavior P 
will get an individual on List B but keep that individual off List C. 
 

C. The objective of list production (e.g., promote on of the 12 Core Socialist Values). The the moment this 
issue remains largely undefined.  At its best it is meant to promote the great ideological objectives developed under 
the guidance of the CCP and reduced to obtainable specific norms.  At its worst—where it is limited only to the 
process of law or lawful decision making, it becomes rudderless. It is clear that legal compliance and moral adherence 
to the 12 Core Socialist Values are contemplated.  More generally important is the attainment of the CCP Basic Line 
as expressed in specific policies and interpreted in accordance to official approaches to the currently central ideas 
now organized as New Era Thought. But the translation of these great principles into operational objectives—that is 
into commands that can be coded by behaviors, becomes a difficult project.  At the moment we have coding but less 
inclination to match coding to principle.  
 

D. The sector of class of conduct around which data tied to the objective is limited. The State Council has 
already suggested an ecology of data harvesting and list making.  There are divisions between individual and 
commercial sectors, between different industrial and commercial sectors, between regions and the like. The result 
creates potential incompatibilities among lists and their underlying analytics. It also produces another area of 
substantial challenges to coordination and unified management. This also touches on a related issue—who is 
harvesting data.  The State Council has already spoken to the issue by focusing on greater efforts at self-reporting.  
But self-reporting can produce data bias and require multiple levels of (self) monitoring.  

 
E. Data—bits of information that connects behaviors or activities.  This points to the general problem of the 

identification of data that is useful. There are a number of issues; for purposes of this essay two are worth identifying.  
The first is the connection between data choices and rulemaking.  That is choosing data identifies conduct with 
significance.  Unchosen data suggests the reverse.  People will conform their behaviors to comply with this hierarchy 
of importance which may have a perverse effect the consequences of which may not be apparent until it occurs.   That 
has the effect of rulemaking.  The second is the conflation of data and ideological perception.  Individuals are only 
capable of recognizing data that aligns with their cultural conceptions of meaning.  One “sees” race because culture 
has infused certain characteristics with meaning. That set of cultural constrains will inevitable corrupt the 
identification and organization of data.  More fundamentally, data is transformed in CSC systems from an object (a 
thing one harvests for normative ends) to the way in which the normative ends themselves are defined. The choice of 
data serves as ther definition of the conduct one seeks to regulate and the behaviors one seeks to manage in a 
particular direction or with a particular outcome in mind.  But that had been the traditional role of law and 
administrative regulation.  Those are not necessary where they may be displaced by decisions about the character of 
the data to be identified and collected—and, as discussed in the next subsection, on the analytics applied to that data.   
 

F.  Analytics—the development of the process of producing meaning from data related to the objectives. This 
is fairly self-explanatory.  Unless the process for choosing data is (deliberately or unconsciously) utilized as a form 
of hidden analytics, the data that is generated through monitoring carries no inherent meaning.  Analytics is the 
process by which data is organized and is given meaning. But the coordination of multiple list systems grounded on 
multiple (and secret) analytics create challenges.  This is especially the case where analytics permits discretionary 
choices that may vary among list making entity.  The issue of significance looms large.  What data or aggregation of 
data is significant? How does one measure significance or justify it against objectives or principles? To what extent 
is uniformity or predictability sacrificed in the development of a vocabulary of signification that may vary from list to 
list? These are questions that appear only lightly posed and largely unanswered. The great challenge here (and in the 
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West as well) is secrecy. Societies are moving toward data transparency—there is no choice especially if data 
transparency serves the same function as the publication of law and administrative regulation (to give notice of 
expected conduct). But the analytics (usually termed ambiguously algorithms, a term that includes both the analytics 
and the application of consequences depending on the results of analysis) is viewed as property.  Privacy, in this 
model, is then transformed from the protection of the subjects generating data (with respect to the use of that data) 
to the protection of the analytics (and algorithms) which then transform data harvested into consequences applied 
to the data producing subject. For Chinese CSC, a more significant challenge arises—the ability of the state or other 
organs to monitor the system itself; that is to ensure that it is operating properly and aligned with the normative 
objectives for which it was created—becomes far more difficult. Chinese CSC has yet to deal decisively (or at least 
publicly) with this issue.  
 

G. Judgment—line drawing; what combination of data in what manner triggers decision to include ort 
exclude; can be as simple or complex as the analytics necessary to utilize the data. Analytics gives data meaning.  It 
provides significance to data.  But it does not produce judgement or consequence.  That is the function of algorithm 
or administrative discretion applied to interpret not the meaning derived from the analytics but rather its 
consequences.  
 

H.  Broadcasting. Lists lose their power when they remain secret.  But lists that are well distributed also 
likely reduce the power of the list creating entity to control its effects.  Sometimes that is desired.  When low personal 
social credit scores are widely broadcast, it is likely that a large universe of individuals and entities that come in 
contact with that individual will make decisions about their relationships based in part on those scores.  That 
augments both restrictions (punishments) and privileges (rewards). But it also reduces the power of the entity to 
control those effects (unless those effects are in turn control by the mechanics of social credit). This becomes more 
problematic where an agency in charge of a particular industrial sector publishes lists of businesses over which it has 
oversight which empowers other agencies to impose restrictions without consulting and perhaps in an effort to 
expand authority at the expense of the listing entity.     
 

I.  Coordination. A solution to the challenges of broadcasting lies in coordination.  Coordination is also a 
central objective of a national comprehensive social credit system.  But complexity makes effective coordination 
difficult. And the realities of contests for power, influence, money etc. among administrative agencies, factions, 
officials and the like will make effective coordination a more difficult objective to meet. Though here there is a place 
for law, most likely it will be filled with contract.  Coordination in China tends to be a function of coordinated 
Memoranda of Understanding, rather than of regulatory coordination.  This is not unique to CSC; China’s Belt and 
Road Initiative is also built on contract.  Nor is it unknown in the West; the administrative state is quite comfortable 
with interagency MOUs as a means of recasting webs of regulation into something that resembles coherence.  Here 
on encounters a consequence of SCS on administrative practice in the sense of its incentive to make traditional legal 
structures more remote.  And remoteness here also moves the apparatus of constitutional norms meant to protect 
the polity against governmental excesses or arbitrary conduct more to the margin: in place of rechtsstaat there is 
administrative discretion constrained by contract.  
 

J. Consequences—beyond the list. Creating a social credit system, like the creation of a law-regulatory 
system in its contemporary form over the last several centuries, has proven to produce a broad range of unexpected 
consequences.  It is not clear that large bureaucracies may be nimble enough to respond effectively when these 
consequences emerge.  One of the more interesting emerging elements being developed is predictive blacklisting 
(forecasting trustworthy or untrustworthy conduct). Related to this is the “quality control” issue, and a mechanics 
for perhaps using super scoring to score the stakeholders in a social credit system.  Chinese authorities have begun 
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to recognize this problem. In 2019, the National Development and Reform Commission and the People's Bank of 
China were tasked with the establishment of a tracking and evaluation mechanism to assess the construction of social 
credit systems among a set of specially designated demonstration cities and to adjust the model as necessary. Details, 
of course, are not available.  

 
The entire enterprise of listing (black, white or red) cannot sit well with academics, government officials, 

political people, and officials committed to the principles of liberal democracy and markets as currently organized 
around its early 21st century orthodoxies. Some have argued that in the U.S. context some forms of big data-based 
triggering or screening initiatives constitute a liberty-depriving constitutional harm within the American 
constitutional order. Many more worry about the privacy implications and data protection. European might view the 
entire enterprise through a several year’s worth of policies at the national and national level—from Artificial 
Intelligence and ethical principles to the EU’s General Data Protection Regulations (GDPR).  Still others worry 
about bias, implicit or explicit in data driven governance—from data gathering to analytics to the algorithms, with 
much made of the ability of programs to learn biases that reflect inherent in the coding through which programs are 
constructed, operated and their products analyzed and interpreted. Statutory structures in the West, like those in 
China, have begun to weave in pace quite distinctive ideological overlays for the management and discipline (as well 
as the application) of their distinctive variants of CSC. In the U.S. a marker of that difference may be found in the 
courts where, for example, in August 2019, the California appellate courts permitted the certification of a class 
action against Facebook by plaintiffs who allege  that Facebook’s facial recognition technology violates Illinois 
Biometric Information Privacy Act, with implications for common law privacy standards and US constitutional 
protections (Patel v Facebook, Inc., US 9th Cir. Ct Appeals, 8 Aug. 2019).   

 
But that is the point.  The centrality of lists within CSC nicely spotlights the way that political ideology 

drives both the form and function of lists within these complex systems of restrictions and privilege which are meant 
to substitute micro-managerialism for the command enforcement model of law-regulatory systems.  But it does more. 
It also embeds the ideology of Chinese Marxist Leninism, including its core legitimating principles into the 
regulatory model. These include the prominence of the leading role of the vanguard party, the centrality of the 
collective in social and political life, the prominence of advancing socialist market economy principles as a central 
objective of the state, and the imperative of embedding the twelve Core Socialist Principles into every aspect of life. 
There is little space left for the narratives of government function and the rights based normative principles on which 
liberal democratic systems are organized within this construct. That makes Chinese Social Credit systems difficult 
to transpose as a normative model to the West—but also easily transposable as a mechanics of management if 
undertaken by non-governmental entities, or reframed by the state to conform to Western normative standards. This, 
however, will require conscious effort.  

 
At its root, Chinese CSC and the more privatized and uncoordinated Western approaches at subject to the 

same fundamental challenge—to ensure the integrity of data-driven governance systems as measured against its 
conformity to the core values and principles, that is to the “higher law” values of economic-social-political model.  
That means, in some respects, that Western and Chinese CSC are incomparable because their baseline integrity 
principles are founded on quite different ideologies each in its own sphere viewed as legitimate and authoritative. 
But it also means that while both systems may share and align the technical or methodological structures of their 
systems, the objects for which they are deployed are unlikely to converge.  Therein lies a danger for both systems—
to the extent that methodology is heavily embedded within ideological presumptions, even the borrowing of 
technique may pose challenges for the integrity of the system into which it is imported.   
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4. The challenge for political and general education in the context of these digital transformations. 
 
The thrust of this essay might trouble academics, government officials, political people, and officials 

committed to the principles of liberal democracy and markets as currently organized around its early 21st century 
orthodoxies. Yet that troubling is necessary.  Chinese Social Credit System construction is deeply embedded within 
the Leninist political model of China advancing the normative principles of Marxism with Chinese characteristics, a 
model with a structure of legitimacy and political objectives substantially incompatible with those of liberal 
democracy and its  normative constitutional systems. It is to a fundamental understanding of those differences that 
any educational reaction ought to be focused. The opposite has generally been the case. Chinese CSC is usually 
studied through the lens of both Western political ambitions for China (e.g., that its system is flawed and must be 
nudged (an ironic use of the term here) toward transition toward some sort of liberal democratic model), and 
Western ideological premises. Those premises provide an ecology of verities against which the Chinese effort is 
understood as flawed and dangerous (to Western principles) with no effort made to connect Chinese CSC efforts to 
Chinese authenticating ideology. That is not to suggest that either ideological basis for system building is “right” or 
“erroneous,” only that systems become comprehensible only within the ecology of its own ideological framework.   

 
A good example of the difference may be gleaned by a summary review of the OECD Principles on Artificial 

Intelligence were adopted on 22 May 2019. It consists of five normative principles (what the OECD terms "values 
based") grounded in the sustainability enhancing notion of responsible stewardship that has gotten much traction 
in the business context among influence leaders in recent years. These principles inform AI in the West but are 
easily transposable to the Western perspective on the data driven governance framework of Chinese CSC.  They 
include five principles. The first is that AI should benefit people and the planet by driving inclusive growth, 
sustainable development and well-being. The second is that AI systems should be designed in a way that respects the 
rule of law, human rights, democratic values and diversity, and they should include appropriate safeguards – for 
example, enabling human intervention where necessary – to ensure a fair and just society. The third is that there 
should be transparency and responsible disclosure around AI systems to ensure that people understand AI-based 
outcomes and can challenge them. The fourth is that AI systems must function in a robust, secure and safe way 
throughout their life cycles and potential risks should be continually assessed and managed. Fifth, that organizations 
and individuals developing, deploying or operating AI systems should be held accountable for their proper 
functioning in line with the above principles.  

 
These five principles are then directed to the state, as is the habit of the OECD regulatory form.  That 

direction is summarized in five recommended actions that states can take.  The first is that the state should facilitate 
public and private investment in research and development to spur innovation in trustworthy AI. The second is that 
the state should foster accessible AI ecosystems with digital infrastructure and technologies and mechanisms to 
share data and knowledge. The third is that the state should ensure a policy environment that will open the way to 
deployment of trustworthy AI systems. The fourth is that the state should empower people with the skills for AI and 
support workers for a fair transition. And the last is that the state should co-operate across borders and sectors to 
progress on responsible stewardship of trustworthy AI.  

 
While there are points of convergence—for example the focus on trustworthiness, even those notions are 

understood in substantially different ways in Western and Chinese data driven systems. Consider the differences 
even within the realm of AI itself.  In its July 2017 New Generation AI Development Plan . (新一代人工智能发
展规划的通知, the Chinese State Council noted “Artificial intelligence brings new opportunities for social 
construction. China is now in the final phase of building a well-off society in an all-round way. Challenges such as 
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population aging and resource and environmental constraints are still severe. Artificial intelligence is widely used in 
education, medical care, pensions, environmental protection, urban operations, and judicial services, which will 
greatly increase public awareness.” (新一代人工智能发展规划的通知 machine translation).  The primary 
challenge for education, then, is the ability to detach analysis of foreign systems from the biases inherent in our own. 
But this should not be taken as a call to abandon our values; quite the contrary.  Such an exercise makes it possible 
to be more rigorous in the understanding and advancement of our values.  But it also makes it possible to understand 
areas of convergence, areas of compatibility, and areas of conflict in the construction and operation of these systems.  
This is important especially when Western systems inevitably bump up against Chinese CSC.  This is inevitable as 
global economies become more closely networked.  And it becomes pressing as Chinese projects its Social Credit 
System through its Belt and Road Initiative.  

 
This produces the second suggestion. To think of Social Credit as a problem of technology is to miss the 

most important point of the exercise.  System building is not to be left to engineers.  Its normative element is 
essential.  Thus, CSC and more generally data driven governance becomes, at heart, a problem for law, for ethics, 
for values and for the principles to be advanced in the operation and delegation of authority to states and 
governmentalized non state actors. Perhaps better stated, they become an issue over the language of law and its 
mechanisms; where that language and those mechanics migrate to analytics it raises the further issue of the 
transposability of rule of law and constitutional principles to that transformed regulatory enterprise.  What impedes 
this approach, of course, is the stubborn classical taxonomy of knowledge that continues to plague the scientific 
approach to knowledge.  This perhaps may be the greatest challenge of social credit for education—in order to 
effectively study and advance a science of social credit, it may be necessary to rethink the current taxonomy of 
knowledge so deeply embedded in the West.  

 
At its core, then, one might consider the following as the core challenges for education in the wake of these 

digital transformations. Two core implications are offered. There are no doubt others.  
 
First, as painful as it may seem, academic culture must change.  To insist on partitioning the study of data 

driven governance along the classical taxonomies of academic scientific organization is to invert the possibilities of 
knowledge production and reduce its value. The object of the study of these transformative changes in collective 
human behaviors is not to advance the greater glory of classical academic fields, whose turfs are myopically protected. 
Rather it is to advance knowledge in ways that reflect facts. The ideology of education itself, then may get in the way. 
For states and other actors, that may pose an issue—if academic institutions are no longer capable of efficiently 
advancing knowledge, then perhaps other means must be developed for those ends.  This is particularly true with 
respect to CSC which requires a merger social science, law, philosophy and logic, mathematics, computing, and 
modeling.    

 
Second, ideology must be exposed as a central element of scientific study.  The object is twofold.  The first 

is to ensure that scientific study controls for ideology to the extent necessary to advance knowledge in specific 
context.  The second is to ensure an alignment of judgements about consequences—interpretation—with reference 
explicitly to such ideologies. While “facts” may have no ideology, the choice of facts, and the interpretation and 
application of facts is heavily embedded in ideology.  This does not suggest cultural, scientific or political values 
relativism. It suggests rather that a central element of scientific study must be to identify “bias” (values which shade 
or nudge interpretation) either to correct for that bias (when dealing with systems with different bias sets) or to better 
align the objectives of that study to the support of that bias (for example in the West by interpreting scientific study 
against a baseline of liberal democratic values). The process must, however, be explicit.   
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5. Conclusion.  
 

My object in this essay was to encourage fresh thinking among Westerners by detaching them from their 
world view conceits as the lens through which analysis is undertaken, and to focus others on the challenges for 
creating a CSC system that itself mirrors the integrity advancing principles which is its principal objective. China 
serves not only as a harbinger of great transformations in technology, but in a technological revolution that is 
changing the relationship of law (and the state) to the advancement of its core principles.  It asks the questions: if 
legal codex (the algorithm that is the self-referencing codes of modern states) is transformed into a “Super” Scoring 
Codex (an accumulation and combination of data from a variety of sources that is then actualized through analytics 
with nudging consequences) have political communities replaced one set of super algorithms (law) for another 
(scoring)?  And if so, what consequence? 

 
The essay deliberately turns the conventional way of thinking about data-driven governance upside down 

from the Western perspective but right side up from the economic political model of the People’s Republic of China 
as articulated and guided by its vanguard Party in accordance with its own normative documents. It starts from a set 
of premises, first that governance is driven by data; second that data has displaced the law; third, that the law has 
been transformed in function from an ends-in-itself to a means-to-an end.  Only from those foundational premises 
is it possible to understand how data selection is itself a product of definite normative premises or structured to lead 
to identified objectives. From those premises, however well developed, it is then possible to understand the inherent 
and unavoidable bias of these systems however much its minders seek to present them as objective or "scientific".  

 
This is no indictment of China’s Social Credit system.  Instead it suggests that the Chinese have been far 

more conscious of these fundamental premises and have sought to use CSC instrumentally to augment these biases 
which for them encapsulate the great political objectives for which they have a responsibility to advance. On the 
other hand, it serves as a reminder to Westerners who still believe that objective systems can be created that the 
structural foundations of such systems are meant to advance rather than reduce bias—and that a conscious 
articulation of those biases (seen as the positive principles and objectives to be advanced) is essential to the 
construction of any CSC whether in China or it the West.  

 
 These points are factually accurate yet likely will be received differently.  Those who build systems, and 

therefore reason in terms of technology will agree with it. Those who build models, and reason in terms of the eternal 
truths of Mathematics will be disappointed and likely to be uncomfortable with this perspective. The discomfort 
emerges form an unwillingness to entertain the possibility that "objectivity" and "truth" in a sense have moved from 
the ideological premises of governance systems to the very act of modelling something. No longer produced by 
ideology, "objectivity" and "truth" are born when the axioms of a mathematical model are defined. The 
consequences for education are clear—as are the challenges for Western constitutional orders.  For the Chinese 
economic-political model, on the other hand, the development of a comprehensive national social credit system fits 
in nicely with evolving principles of Leninism and with the fundamental principles around which the Chinese 
political model is organized. Fr China, Social Credit may well represent a more authentic expression of law closely 
tied to (and constrained by) the great political principles the administrative apparatus has a duty to apply.  

 
For all that, the Chinese Social Credit system still has a long way to go to achieve its ambitions—the 

operation of a comprehensive mechanics for the management of all social actors through a system of restrictions and 
privileges based on compliance with legal standards. Those standards will reach substantially all aspects of organized 
life deemed important to the state. CSC are constructed from the inter-relationship of relevant data applied to 
analytics that incorporate the standards to be advanced or the principles to be applied which produce a scoring (as a 
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function of compliance).  Placement along a hierarchy of scoring then permits the construction of lists from which 
restrictions may be imposed or privileges granted.  The list, then, reflects the application of analytics to data that 
then expresses a judgment in the form of a placement (ranking) along a continuum of compliance expectations. But 
the development of lists is still in a formative stage, and their integrity remains a subject for study.  The coordination 
of these lists and their integration into the complex compliance system that is Chinese legal structures is still far off. 
Yet it is in the management of layers of lists that super scoring is possible—though not yet attainable. The resulting 
governance gaps remain substantial, while the concerns that might have bedeviled such a system in the West—privacy 
and data protection—are entirely absent.  Data protection becomes protection of data integrity under CSC; privacy 
concerns fail as against the state and in any case the knowledge of list placement or scoring is an essential feature of 
the utility of the lists.  Should it ever mature, it is likely to transform both the character of law and its relationship to 
managing behavior.  In the process China will advance a means of governing that is substantially different from 
conventional systems identified with the forms and ideologies of Western liberal democracies.  
 

* * * 
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